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Abstract — In this paper, we present an asymptotic
analysis of the V-BLAST scheme at high signal-to-noise
ratio (SNR) region. We consider point-to-point MIMO
communications over an i.i.d. Rayleigh flat fading chan-
nel with n transmitting antennas and m (m ≥ n) receiving
antennas. Both the zero-forcing V-BLAST (ZF-V-BLAST)
and minimum mean-squared-error V-BLAST (MMSE-V-
BLAST) are analyzed with respect to their diversity gains
and BER performances. We show that the diversity gain of
V-BLAST, including ZF-V-BLAST and MMSE-V-BLAST,
with optimal ordering is m − n + 1. I.e., applying the
optimal ordering technique does not improve the diver-
sity gain. Contrary to the common perception that the
MMSE and ZF estimators have asymptotically the same
post-processing SNR for high input SNR, we show that the
difference between the post-processing SNRs of the two
estimators does not vanish for high SNR. We also quan-
tify the remarkable BER performance advantage of the
MMSE-V-BLAST over the ZF-V-BLAST for high SNR.

I. INTRODUCTION

It is well-known that deploying multiple antennas at both
the transmitter and receiver sides can drastically improve the
channel capacity. Many schemes have been proposed to ex-
ploit the high spectral efficiency of MIMO channels, among
which V-BLAST is relatively simple to implement and can
reap a large portion of the high spectral efficiency. At the
transmitter, V-BLAST de-multiplexes the input data streams
into n independent substreams, which are transmitted in par-
allel over the n transmitting antennas. At the receiver end, the
antennas receive the substreams, which are mixed and super-
imposed by noise. By applying sequential interference nulling
and cancellation, the receiver can separate the substreams one
by one [1]. Although V-BLAST is known to be equivalent to a
decision feedback equalizer and is optimal in terms of achiev-
ing the channel capacity [2] [3], it suffers from poor diversity
gain. In an i.i.d. Rayleigh flat fading channel with n trans-
mitting antennas and m receiving antennas (m ≥ n), the first
detected substream has a diversity gain of only m − n + 1.
Due to the error propagation effect, the detection error of the
first substream can result in more errors to the subsequent sub-
streams detection. Hence the first substream is the bottleneck
which limits the overall performance of the scheme. One can
apply the optimal ordering technique to mitigate this bottle-
neck effect [1]. That is, at each step one should detect the data
substream with the largest post-processing SNR. It is shown
in [4] that the optimal ordering does not improve the diversity
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gain when there are two transmitting antennas (n = 2). How-
ever, it remains unknown if applying optimal ordering can help
improve the diversity gain in general cases. Moreover, almost
all the existing performance analyses are confined to ZF-V-
BLAST. In this paper, we show that for both ZF-V-BLAST and
MMSE-V-BLAST, using optimal ordering does not help im-
prove the diversity gain, which remains at m−n+1. We also
show that the difference between the post-processing SNRs
of MMSE-V-BLAST and ZF-V-BLAST converges to a scaled
F-distribution for high input SNR. Contrary to the common
perception that the MMSE and ZF estimators have asymptot-
ically the same post-processing SNR for high input SNR, we
show that the difference between the post-processing SNRs
of the two estimators does not vanish for high SNR. We also
quantify the remarkable BER performance advantage of the
MMSE-V-BLAST over the ZF-V-BLAST.

II. CHANNEL MODEL AND PRELIMINARIES

A. Channel Model
We consider a communication system with n transmitting and
m receiving antennas in an i.i.d. Rayleigh frequency flat fad-
ing channel. The sampled baseband signal is given by

y = Hx + z, (1)

where y ∈ Cm×1 is the received signal and H ∈ Cm×n is
the Rayleigh flat fading channel. Throughout this paper, we
assume that the entries of H are i.i.d. and circularly symmetric
Gaussian random variables with zero-mean and unit variance,
i.e., hij ∼ N(0, 1) for 1 ≤ i ≤ m, 1 ≤ j ≤ n. We also
assume that the transmitted substreams are independent and
have uniform power, i.e., x ∈ Cn×1 has covariance matrix
E[xx∗] = σ2

xI, where E[·] stands for the expected value and
(·)∗ is the conjugate transpose. The noise z ∼ N(0, σ2

zI) is
also circularly symmetric complex Gaussian. We define the
input SNR to be

snr =
σ2

x

σ2
z

. (2)

Denoting hi ∈ Cm×1 to be the ith (1 ≤ i ≤ n) column of
H, we can rewrite (1) as

y =

n
∑

i=1

hixi + z. (3)

To separate the transmitted substreams at the receiver, V-
BLAST first estimates xn, which we also refer to as the nth
layer, and then cancels it out from the received signal vector.
Next, it estimates the signal xn−1, and so on. The signal esti-
mator can be either the ZF or MMSE estimator, corresponding
to ZF-V-BLAST and MMSE-V-BLAST, respectively. To esti-
mate xn, the receiver needs to null out n−1 interferences from
the directions of h1, . . . ,hn−1, which consumes n−1 degrees



of freedom. Assuming correct detection of xn, the signal com-
ponent hnxn is subtracted out from y before the next step of
detection. Hence the estimation of xn−1 only needs to null out
the remaining n− 2 interferences. Intuitively, the detection of
xn−1 is more reliable than that of xn, and so on.

To measure the reliability of a communication scheme, we
refer to the concept of diversity gain [5].

Definition 1 Let Pe(snr) denote the average error probability
of a scheme with snr. The diversity gain of the scheme is

d = − lim
snr→∞

log Pe(snr)

log snr

. (4)

The diversity gain measures how fast the error probabil-
ity decays with SNR. It is known that for the ZF-V-BLAST
scheme applied to (1), the ith detected substream has a diver-
sity gain of m − n + i, for 1 ≤ i ≤ n (see, e.g., [6], [4]).
Equivalently, the ith detected substream has BER

Pe,i(snr) ∝ snr
−(m−i+1), 1 ≤ i ≤ n. (5)

Clearly, at high SNR, the overall BER of ZF-V-BLAST is
dominated by the detection error of the nth layer. Moreover,
the detection error of the first substream (the nth layer) can se-
riously influence the subsequent substreams. Based on these
observations, we focus on analyzing the nth layer, since it
yields most information on the performance of the V-BLAST
scheme.

B. Preliminaries
We provides two useful theorems as follows. The first theorem
is can be found in [7, Lemma 2.1].

Theorem II.1 Let H be an m × n complex Gaussian matrix,
whose entries are i.i.d. complex Gaussian random variables
with zero-mean and unit variance. Denote its QR decomposi-
tion by H = QR. The matrix R is upper triangular with real-
valued diagonal. The entries of R are independent of each
other. Moreover, the square of the ith diagonal element of R,
r2
ii, is of chi-square distribution 1 with the degree of freedom

2(m − i + 1), which we denote as χ2
2(m−i+1). The off diago-

nal elements rij , for 1 ≤ i < j ≤ n, are zero-mean complex
Gaussian with unit variance.

The second theorem is a direct subsequent of Weyl’s theo-
rem [8].

Theorem II.2 For an upper triangular matrix R ∈ Cn×n, the
smallest singular value

σmin(R) ≤ min
1≤i≤n

|rii|,

where {rii}
n
i=1 form the diagonal of R.

III. ANALYSIS OF ZF-V-BLAST

The ZF-V-BLAST scheme can be represented by the QR de-
composition H = QR, where R is an n × n upper triangular

1Throughout of this paper, the chi-square distribution with the degree of
freedom l is defined as the sum of the square of l independent real-valued
zero-mean Gaussian variable with variance 1/2. It is slightly different from
the standard chi-square distribution

matrix and Q is an m×n matrix with its orthonormal columns
being the ZF nulling vectors. Let us rewrite (1) as

y = QRx + z. (6)

Multiplying Q∗ to both sides of (6) yields

ỹ = Rx + z̃, (7)

or
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ỹ2

...
ỹn
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(8)
The sequential signal detection is as follows

for i = n : −1 : 1

x̂i = C
[(

ỹi −
∑n

j=i+1 rij x̂j

)

/rii

]

end

where C stands for mapping to the nearest symbol in the sym-
bol constellation. For simplicity, ignoring the propagation er-
ror effect, we can regard the resulting layers, which correspond
to different substreams, as

yi = riixi + zi, for i = 1, . . . , n. (9)

where r2
ii ∼ χ2

2(m−i+1), or,

fr2
ii
(x) =

1

(m − i)!
xm−ie−x. (10)

The post-processing SNR is

ρZF
i = r2

iisnr. (11)

Recall that the diversity gain is defined as

d = − lim
snr→∞

log Pe(snr)

log snr

. (12)

A direct calculation of (12) is often difficult. However, one
can apply the typical error event analysis technique to derive
the diversity gain (see [6, Ch. 3]). The typical error event is
defined as

Ei = {H : r2
ii < snr

−1} (13)

It can be shown that the diversity gain of the ith layer is (see
e.g., [6])

di = − lim
snr→∞

log P (Ei)

log snr

= m − i + 1. (14)

We see that the larger the i is, the smaller the diversity gain
the ith layer has. Consequently, the largest or nth layer, limits
the overall performance of ZF-V-BLAST at high SNR.

To improve the BER performance of the nth layer, one can
apply the optimal detection ordering technique. For each real-
ization of H, instead of fixing the nth layer as the data corre-
sponding to hn, one can permute the columns of H such that
the channel gain of the nth layer, rnn, is maximized as pro-
posed in [1]. The reordering technique can significantly im-
prove the BER performance. In [4], the special case of n = 2



is analyzed and it is shown that the reordering technique does
not improve the diversity gain. This finding coincides with the
result presented in [5], where m−1 is given as an upper bound
of the diversity gain of V-BLAST with optimal ordering. How-
ever, the exact diversity gain of the V-BLAST equalizer with
optimal ordering was unknown for the general case of n > 2.
We attempt to answer this question in the following.

We focus on the nth layer. By permuting the columns of
H, one has n options of which substream to be detected first.
Let H(i) denote the matrix obtained by exchanging the ith and
nth columns of H (As a special case, H(n) = H). Let H(i) =

Q(i)R(i) be the QR decomposition and r
(i)
nn be the (n, n)th

entry of R(i) (As a special case, r
(n)
nn = rnn). According to

the typical error event analysis technique, the diversity gain of
ZF-V-BLAST with optimal ordering can be calculated as

dord
n,ZF = − lim

snr→∞

log P
({

|r
(i)
nn|2 < snr

−1
}n

i=1

)

log snr

= − lim
snr→∞

log P

(

{

|r
(i)
nn|2 < snr

−1
}n−1

i=1

∣

∣

∣

∣

r2
nn < snr

−1

)

log snr

+m− n + 1. (15)

We now show that the conditional probability

P

(

{

|r(i)
nn|

2 < snr
−1

}n−1

i=1

∣

∣

∣

∣

r2
nn < snr

−1

)

is lower bounded by a strictly positive number unrelated to snr.
Rewrite R as

R =





× . . . ×
0 rii r∗i
0 0 Ri



 (16)

where Ri is the tailing (n − i) × (n − i) upper triangular
submatrix of R and ri ∈ C(n−i)×1. For notational simplicity,
we denote

R̄i =

[

r∗i
Ri

]

.

Then the last element of R(i), r
(i)
nn, satisfies

|r(i)
nn|

2 = [rii

... 0T ]P⊥
R̄i

[

rii

0

]

(17)

= [rii

... 0T ]
(

I − R̄i

(

R̄∗
i R̄i

)−1
R̄∗

i

)

[

rii

0

]

= r2
ii(1 − r∗i (rir

∗
i + R∗

i Ri)
−1ri)

=
r2
ii

1 + r∗i (R
∗
i Ri)−1ri

<
r2
ii

r∗i (R
∗
i Ri)−1ri

. (18)

In (17), P⊥
R̄i

stands for the orthogonal projection onto the null
space of R̄T

i . Given r2
nn < snr

−1, i.e., rnn < snr
−1/2, it

follows from Theorem II.2 that the smallest singular value of
Ri is less than snr

−1/2. Then the largest singular value of
(R∗

i Ri)
−1 is greater than snr. Hence

r∗i (R
∗
i Ri)

−1ri > snrr∗i vv∗ri, (19)

where v is the eigenvector of (R∗
i Ri)

−1 corresponding to the
largest eigenvalue and v∗v = 1. Combining (19) and (18), we
obtain that

|r(i)
nn|

2 <
r2
ii

|r∗i v|
2
snr

−1. (20)

We emphasize that (20) holds as long as r2
nn < snr

−1 and no
matter what the other entries of Ri are. Consequently, we have

P

(

|r(i)
nn|

2 < snr
−1

∣

∣

∣

∣

{

|r(j)
nn |

2 < snr
−1

}n

j=i+1

)

> P

(

r2
ii

|r∗i v|
2

< 1

)

. (21)

Since ri ∼ N(0, I) (cf. Theorem II.1) and v∗v = 1, we have

|r∗i v|
2 ∼ χ2

2. (22)

Note that r2
ii ∼ χ2

2(m−i+1) and is independent of ri. Hence

r2
ii/(m − i + 1)

|r∗i v|
2

∼ F2(m−i+1),2, (23)

and consequently, the lower bound given in (21) is finitely
small and is not related to snr. The numerator in (15) can
be written as

P

(

{

|r(i)
nn|

2 < snr
−1

}n−1

i=1

∣

∣

∣

∣

r2
nn < snr

−1

)

=
n−1
∏

i=1

P

(

|r(i)
nn|

2 < snr
−1

∣

∣

∣

∣

{

|r(j)
nn |

2 < snr
−1

}n

j=i+1

)

,

which is also a finitely small number. Based on this observa-
tion and (15), we have proven the following main result of this
section.

Theorem III.1 For the MIMO channel of (1), the diversity
gain of ZF-V-BLAST with optimal ordering is

dord
n,ZF = m − n + 1, (24)

i.e., applying optimal ordering does not help improve the di-
versity gain of ZF-V-BLAST.

IV. ANALYSIS OF MMSE-V-BLAST

For MMSE-V-BLAST, the nulling vector for the ith layer is
[3]

wi =

(

HiH
∗
i +

1

snr

I

)−1

hi, i = 1, . . . , n, (25)

where Hi ∈ Cm×i consists of the first i columns of H. Then
the post-processing SNR of the ith layer is

ρMMSE
i =

|h∗
i wi|

2

w∗
i

(

Hi−1H
∗
i−1 + snr

−1I
)

wi

. (26)

Inserting (25) into (26), we can simplify (26) via some
straightforward calculations to get (see, e.g., [3])

ρMMSE
i = h∗

i C
−1
i hi, i = 1, . . . , n, (27)



where Ci = Hi−1H
∗
i−1 + 1

snr
I. Applying the matrix inversion

lemma, we obtain

C−1
i = snr

[

I −Hi−1

(

H∗
i−1Hi−1 +

1

snr

I

)−1

H∗
i−1

]

(28)
Inserting (28) into (27) yields

ρ
MMSE
i = snrh

∗

i P
⊥

Hi−1
hi+

snrh
∗

i Hi−1

���
H

∗

i−1Hi−1 � −1
− � H∗

i−1Hi−1 +
1

snr

I � −1 �
H

∗

i−1hi (29)

= ρ
ZF
i +

snrh
∗

i Hi−1

� �
H

∗

i−1Hi−1 � −1
− � H∗

i−1Hi−1 +
1

snr

I � −1 �
H

∗

i−1hi. (30)

We reminder the reader that ρZF
i is given in (11). To ob-

tain (30) from (29), we have used (11) and the fact that
h∗

i P
⊥
Hi−1

hi = r2
ii. Now we examine the second term of (30),

for which we have the following result.

Lemma IV.1 The random variable

snrh
∗
i Hi−1 � (H∗

i−1Hi−1)
−1

− � H∗
i−1Hi−1 +

1

snr

I 	 −1 

H

∗
i−1hi

is statistically independent of ρZF
i and has the same distribution

as
ηsnr , g∗

i (H∗
i−1Hi−1 +

1

snr

I)−1gi, (31)

where gi ∼ N(0, I) is an (i − 1)-D circularly symmetric
Gaussian vector and is statistically independent of Hi−1.

Proof: Omitted.
Define

η∞ = g∗
i (H

∗
i−1Hi−1)

−1gi. (32)

It is easy to see that ηsnr → η∞, w.p.1 (with probability one)
as snr → ∞. Hence at high SNR region, we can approximate
ρMMSE

i as
ρMMSE

i ≈ ρZF
i + η∞. (33)

It can be shown that

m − i + 2

i − 1
η∞ ∼ F2(i−1),2(m−i+2), (34)

or

fη∞
(x) =

m!

(i − 2)!(m − i + 1)!

xi−2

(1 + x)m+1
, x > 0 (35)

which is independent of snr and ρZF
i as proven in Lemma IV.1.

Intuitively, η∞ represents the power of the signal compo-
nent that is “hidden” in the range space of Hi−1 and is recov-
ered by the MMSE estimator. In contrast, the ZF estimator
nulls out of that signal component completely.

The cumulative density function (CDF) of η∞ and empiri-
cal cumulative density function (ECDF) of ηsnr, for m = n =
i = 4, is given in Figure 1. The ECDF line is based on 104

randomly generated ηsnr and is plotted using the Matlab func-
tion ECDF. We see that for the approximation of ηsnr by η∞
is very accurate for a reasonablely high SNR (e.g., snr = 20
dB).

Using the typical error event analysis technique, we get the
diversity gain of the ith layer using MMSE-V-BLAST as fol-
lows

dMMSE
i = − lim

snr→∞

log P (ρZF
i + η∞ < 1)

log snr

. (36)
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Figure 1: Cumulative distribution function (CDF) of η∞
and empirical cumulative distribution function (ECDF)of ηsnr

based on 104 randomly generated variables. m = n = i = 4,
snr = 100 (20 dB)

Although the probability of the typical error event of MMSE-
V-BLAST is smaller than its ZF counterpart, we show that the
effect of η∞ on the diversity gain will diminish as snr → ∞
since η∞ is independent of snr. Hence we give the following
proposition.

Theorem IV.2 The diversity gain of the nth layer using the
MMSE-V-BLAST scheme is

dn,MMSE = m − n + 1.

Moreover, applying optimal ordering does not improve the di-
versity gain.

Proof: Similar to ZF-V-BLAST, we apply the typical
error event analysis technique to derive the diversity gain of
MMSE-V-BLAST

dn,MMSE = − lim
snr→∞

log P (r2
nnsnr + η∞ < 1)

log snr

(37)

It is easy to see that

log P
(

r2
nnsnr + η∞ < 1

)

> log P
(

r2
nn < snr

−1/2, i = 1, . . . , n
)

+ log P (η∞ < 1/2) (38)

In the right hand side of (38), the second term is a strictly
positive number and is not related to snr, and the first term
is proportional to snr

−(m−n+1) as it can be readily checked
from the proof of Theorem III.1. Hence di,MMSE ≤ m − n + 1.
However, di,MMSE ≥ di,ZF = m − n + 1. Hence di,MMSE =
m−n+1. The proof of the diversity gain of ordered MMSE-V-
BLAST is rather complicated, which we omit here for limited
space.

However, diversity analysis is not sufficient to shed light on
the remarkable BER performance gap between the two ver-
sions of V-BLAST. We need to compare the BER performance
of MMSE-V-BLAST and ZF-V-BLAST more closely.

Again, we focus on studying the nth layer. We consider
the case where noncoherent binary orthogonal FSK (BFSK) is



used. Denote ρ as the post-processing SNR. Then the BER
using BFSK is [4]

Pe(ρ) =
1

2
e−ρ/2. (39)

The BER performance of ZF-V-BLAST can be evaluated as

P ZF
e,BFSK =

∫ ∞

0

1

2(m − n)!
e−

xsnr

2 xm−ne−xdx (40)

After some straightforward calculations, we obtain

P ZF
e,BFSK =

1

2

(

1

1 + 1
2 snr

)m−n+1

. (41)

Similarly, the BER of MMSE-V-BLAST can be calculated as

P MMSE
e,BFSK = Eη

[∫ ∞

0

1

2(m − n)!
e−

xsnr+η

2 xm−ne−xdx

]

= P ZF
e,BFSKEη

[

e−η/2
]

, µ(m, n)P ZF
e,BFSK, (42)

where

µ(m, n) =

∫ ∞

0

e−η/2 m!

(n − 2)!(m − n + 1)!

ηn−2

(1 + η)m+1
dη

(43)
is the BER ratio between P MMSE

e,BFSK and P ZF
e,BFSK. Clearly, 0 < µ <

1. At high SNR, we can approximate (41) as

P ZF
e,BFSK ≈

2m−n

snr
m−n+1

Hence the BER performance gain µ is associated with the
post-processing SNR gain as

G(m, n) = −
10

m − n + 1
log10 µ(m, n). (44)

An analytical expression for µ(m, n) is difficult. Numerical
computations show that µ(m, n) can be quite small. Some
typical cases are presented as follows.

m n µ(m, n) G(m, n) (dB)
4 3 0.6779 0.84
4 4 0.4372 3.59
6 6 0.2835 5.49
10 10 0.1362 8.66

Hence at the high SNR region, MMSE-V-BLAST can still
have considerablely smaller BER than ZF-V-BLAST. Figure
2 presents the comparative result on the BER performances of
the nth layer using MMSE-V-BLAST and ZF-V-BLAST. The
upper line (dash-dot line) represents P ZF

e,BFSK. The dashed line
represents P ZF

e,BFSK given in (42), and the solid line is the true
BER performance of MMSE-V-BLAST based on the post-
processing SNR given in (26) and the error probability in (39).
The true BER is obtained via 104 Monte-Carlo trials. We see
that P ZF

e,BFSK closely fits the true BER performance of MMSE-
V-BLAST especially for high SNR, which is because η∞ ap-
proximates ηsnr very well at high SNR.

To conclude this section, we remark that the nth layer of V-
BLAST, without using optimal ordering, has the same statis-
tic of the conventional linear equalizers, including the channel
inverse equalizer and the linear MMSE (LMMSE) equalizer.
Hence our analysis also captures the performance difference
between the two linear equalizers.
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Figure 2: BER performance of the nth layer using ZF-V-
BLAST and MMSE-V-BLAST, where m = n = 4.

V. CONCLUSIONS

In this paper, we present an asymptotic analysis of the V-
BLAST scheme at high SNR region. Both the ZF-V-BLAST
and MMSE-V-BLAST are analyzed with respect to their di-
versity gains and BER performances. We show that for both
ZF-V-BLAST and MMSE-V-BLAST, applying optimal order-
ing does not improve the diversity gain. We show that the gap
between the output SNRs of MMSE and ZF estimators has a
scaled F distribution asymptotically for high SNR. We also
quantify the remarkable BER performance advantage of the
MMSE-V-BLAST over the ZF-V-BLAST for high SNR.
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